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What is SVD?

Decompose a matrix A into three parts:

A = USVT

The matrices U, S, and V have special properties



Why is SVD Useful?

Many applications in data analysis, including:
I Least squares fitting of data
I Dimensionality reduction
I Correlation analysis



Review: Data Tables

Row: individual data point
Column: particular dimension or feature



Review: Matrices

A matrix is an n× d array of real numbers:

A =


a11 a12 · · · a1d
a21 a22 · · · a2d

...
...

an1 an2 · · · and


Notation: A ∈ Rn×d

A data matrix is n data points, each with d features



Review: Matrix-Vector Multiplication
We can multiply an n× d matrix A with a d-vector v:

Av =

a11 a12 · · · a1d

a21 a22 · · · a2d
...

...
an1 an2 · · · and


v1

v2
...

vd

 =


∑d

j=1 a1jvj∑d
j=1 a2jvj

...∑d
j=1 anjvj


The result is an n-vector.

Each entry is a dot product between a row of A and v:

Av =


〈a1•, v〉
〈a2•, v〉

...
〈an•, v〉





Review: Matrices as Transformations

Consider a 2D matrix and coordinate vectors in R2:

A =

(
a11 a12
a21 a22

)
, v1 =

(
1
0

)
, v2 =

(
0
1

)
Then Av1 and Av2 result in the columns of A:

Av1 =

(
a11
a21

)
, Av2 =

(
a12
a22

)

v

v1

2

Av1

Av2



Orthogonal Matrices

A matrix U is called orthogonal if the columns of U
have unit length and are orthogonal to each other:

Unit length: ‖u•i‖ = 1
Orthogonal: 〈u•i, u•j〉 = 0



Orthogonal Matrix Transformations

U =

(
u11 u12
u21 u22

)
, v1 =

(
1
0

)
, v2 =

(
0
1

)
Then Uv1 and Uv2 result in the columns of U:

Uv1 =

(
u11
u21

)
= u•1, Uv2 =

(
u12
u22

)
= u•j

v

v2

1

u2

u1



SVD

Figure from M4D

A = USVT

U : n× n orthogonal matrix

S : n× d diagonal matrix

V : d × d orthogonal matrix



SVD

Figure from M4D



Application: Orthogonal Procrustes Analysis

Problem:
Find the rotation R∗ that minimizes distance between
two d × k matrices A, B:

R∗ = arg min
R∈SO(d)

‖RA− B‖2

Solution:
Let UΣVT be the SVD of BAT , then

R∗ = UVT


