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Volumes in High Dimensions

ε

(0,0,...,0)

(1,1,...,1)
What is the volume of the unit
d-cube shrunk by some small
amount in each dimension?

V = (1− 2ε)d

Approaches 0 as d →∞

Example: 256× 256× 3 images, ε = 1
256

V ≈ 2.0× 10−670
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Distances in High Dimensions

Sample two points uniformly from the unit d-cube:
X,Y ∼ Unif([0, 1]d)

What is the distribution of the distance between them?
D = ‖X − Y‖
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Angles in High Dimensions

Sample two directions uniformly from the unit d-sphere:
X,Y ∼ Unif(Sd)

What is the distribution of the angle between them?
A = arccos〈X,Y〉

Note: Equivalently, sample X,Y ∼ N(0, I) and

normalize: A = arccos
〈

X
‖X‖ ,

Y
‖Y‖

〉
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Adversarial Examples

Goodfellow et al. ICLR 2015
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CIFAR-10

32× 32× 3 = 3,072 dimensions
10 classes



Distances in Real Data

CIFAR-10 Unif([0, 1]3072)



Distances in Real Data

CIFAR-10 N(0, S)

S = sample covariance of CIFAR-10



Angles in Real Data

CIFAR-10 N(0, I)



Logistic Regression



Planes vs. Frogs: Test Images

Logistic regression accuracy = 89.40%
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Gradient Attack

Move input x in direction that increases loss function, J:

Attack: x + η
η = λ∇xJ(w, x, y), for some λ > 0

For logistic regression: η ∝ w
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Planes vs. Frogs: Test Images

Accuracy = 89.40%
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Random Attack

Add a random vector η to an image x

η ∼ Unif(−0.5, 0.5)3072



Planes vs. Frogs: Test Images

Accuracy = 89.40%
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How Many Dimensions Do We Need?

1. Compute PCA of training data

2. Project onto top 10 dimensions

3. Retrain logistic regression
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Accuracy = 50.80 %, but ‖η‖ = 2.4 (vs. 1.5 before)
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Removing The “Best” Separating Dimension

1. Project out the w dimension found by logistic
regression

2. Retrain logistic regression

3. Run on original test data (without the projection
step)



Planes vs. Frogs: Test Images

Accuracy = 89.40%



Planes vs. Frogs: Remove w

Accuracy = 86.00%



Manifold Hypothesis
Real data lie near lower-dimensional manifolds

M


